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• Generalization to the larger-scale molecules (MD22)

•  Generalization improvement in the out-of-distribution scenario (QH9)

• Generalization improvement in the data-scare scenario (MD17)

• Self-consistency training is more efficient than DFT Labeling
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Hamiltonian prediction can provide all that DFT can. 

Yet, its applicability is limited by scarce labeled data.

→ We highlight it can be done variationally by   

self-consistency training:

• Label-free training: Addressing data scarcity and 

enhancing generalization

• Better efficiency than DFT labeling for supervised 

training, due to amortization.

MOTIVATION THE FRAMEWORK OF SELF-CONSISTENCY TRAINING 

EXPERIMENTS

Density Functional Theory:

• Describe 𝑁-electron state by orbitals 𝐂.

• Solve for 𝐂 for a given molecular structure ℳ by:

Amortization of SCF Iteration

Self-Consistency Training:

ℒself−con 𝜃 = σℳ ෡𝐇𝜃 ℳ −𝐇ℳ 𝐂ℳ ෡𝐇𝜃 ℳ
F

2

Given the same computational budget, self-

consistency training provides supervision on 

more molecular structures.

Self-consistency training 

costs less than DFT to reach 

the same level of accuracy.

෡𝐇𝜃 ℳ  

𝐸

𝜖HOMO 

𝜖LUMO 

𝜖Δ 

⋯ ℳ ≔ {𝒵,ℛ} Self-consistency
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